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#### Abstract

Long-term trends in fisheries catch are useful to monitor effects of fishing on wild populations. However, fisheries catch data are often aggregated in multi-species complexes, complicating assessments of individual species. Non-target species are often grouped together in this way, but this becomes problematic when increasingly common shifts toward targeting incidental species demand closer management focus at the species level. Species distribution models (SDMs) offer an under-utilised tool to allocate aggregated catch data among species for individual assessments. Here, we present a case study of two shovel-nosed lobsters (Thenus spp.), previously caught incidentally and recorded together in logbook records, to illustrate the design and use of catch allocation SDMs to untangle multi-species data for stock assessments of individual species. We demonstrate how catch allocation SDMs reveal previously masked species-specific catch trends from aggregated
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data and can identify shifts in fishing behaviour, e.g., changes in target species. Finally, we review key assumptions and limitations of this approach that may arise when applied across a broad geographic or taxonomic scope. Our aim is to provide a template to assist researchers and managers seeking to assess stocks of individual species using aggregated multispecies data.
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## Introduction

Fisheries logbook data inform assessments of fishing effects on wild populations yet are frequently imperfect for a variety of reasons. A range of approaches have been developed to overcome such shortcomings by building on available data to gapfill incomplete records. For example, where catch and effort data are lacking from some locations due to spatio-temporal changes in fisheries (e.g., expansion into new areas), missing values can be imputed (Walters 2003; Carruthers et al. 2011). Where fishing location is not documented, records can be associated with target species' habitats based on catch composition (Stephens and MacCall 2004). Changes in fishing power and gear between early and late time series records can also be accounted
for using well established standardisation models (Campbell 2004; Maunder and Punt 2004; Bishop et al. 2008). A less well addressed and increasingly problematic shortcoming in fisheries logbook data is the aggregation of catch data for multiple species into single groups comprising taxonomically similar species. Such aggregated catch data complicate efforts to assess and manage effects of fishing on individual species with different biological and ecological traits (Nakano and Clarke 2006; SaldañaRuiz et al. 2017).

Multi-species catch data are often encountered where related or similar species are caught incidentally until shifts in fishing behaviour or conservation status demand closer attention at the species level. Shifts in fisheries target species can occur in response to depletion of previous target stocks or changes in market demand and often prioritise species that can be targeted with existing gear or fishing knowledge to minimise transition costs (Sala et al. 2004; Fulton et al. 2014). Climate change also increasingly drives changes in target species by way of fishery adaptation to species range shifts or changes in species abundance (Pinsky and Fogarty 2012; Rogers et al. 2019; Gillanders et al. 2022). Where species require individual assessments, but logbook data were previously aggregated in multi-species complexes, spatio-temporal differences in species distributions can provide a useful means to allocate aggregated catch data among species.

Species distribution models (SDMs) are a powerful tool for resource and conservation management at regional scales on land (Ferrier et al. 2002; Guisan and Thuiller 2005) and in aquatic systems (Pittman et al. 2007; Moore et al. 2010). Originally, SDMs used relationships between species distributions and abiotic factors like climate, elevation (depth in the marine realm), or habitat structure to predict distributions of taxa in data poor regions (Elith and Leathwick 2009). Advances in SDMs have been closely linked to advances in statistical methods, remote sensing, and computational power, leading to a wide range of SDM applications. Common SDM applications include mapping likely distributions (or potential future distributions) of species of commercial or conservation interest (Ferrier et al. 2002; Maxwell et al. 2009; Pitcher et al. 2012), predicting the spread of invasive species (Peterson 2003; Robertson et al. 2004), and predicting effects of habitat loss or climate
change on species distributions (Thomas et al. 2004; Lenoir et al. 2011).

In the fisheries context, the most common application of SDMs involves predicting the distribution of fished species under current or projected climate conditions (Cheung et al. 2009; Brodie et al. 2015; Karp et al. 2023). Studies using SDMs to predict interactions between fishing operations and bycatch or Threatened, Endangered or Protected species (Breen et al. 2016; Catry et al. 2013; Stock et al. 2020) or to model catch per unit effort to develop indices of abundance (Thorson et al. 2020; Hoyle et al. 2024) are also well represented. Other applications of SDMs in fisheries research include investigations of predation on target species (Kempf et al. 2013), prediction of spawning habitats (González-Irusta and Wright 2016), and identification of essential fish habitat for ecosystem-based management (Moore et al. 2016).

A useful but under-utilised application of SDMs in fisheries management is to allocate multi-species catch data to species level. Venables and Dichmont (2004) advocated use of generalised models (GLM, GAM, or GLMM) to allocate aggregated catch records among species based on species distributions. In this way, historical multi-species catch data were allocated to species level for two species of Tiger Prawns: Penaeus semisulcatus (Penaeidae) and P. esculentus (Venables and Dichmont 2004). The need for species-specific assessments has grown due to increased conservation and management focus on individual species since the work of Venables and Dichmont (2004) and is likely to grow further with climate change and growing demand for fisheries resources. Yet despite advances in statistical methods and computing power, use of SDMs to allocate aggregated catch data to species level remains underutilised in practice.

Here, we present a case study demonstrating the design and decision-making considerations relating to catch allocation models. Catch data for two species of shovel-nosed lobsters (Moreton Bay Bugs; Thenus spp., Scyllaridae) had been recorded together as a multi-species complex in logbooks on the east coast of Queensland, Australia between 1988 and 2021. Moreton Bay Bugs comprise two species: Reef Bugs (Thenus australiensis) and Mud Bugs (T. parindicus), which are distributed around the northern sub-tropical and tropical coast of Australia. Around $80 \%$ of landings occur in the Queensland East Coast

Otter Trawl Fishery, amounting to ~500-700 tonnes per year, with the remainder landed in trawl fisheries operating in other jurisdictions in northern Australia. Aside from the adoption of Turtle Excluder Devices and Bycatch Reduction Devices since the early 2000s, gear used in the fishery has remained broadly similar over the period considered here (1988-2021), with vessels typically deploying two to four demersal trawl nets spread by otter boards and separated by outriggers. Both species were previously caught incidentally but shifts in market demand and fishing effort toward targeted fishing drove a need to assess stocks of both species separately. Aggregated logbook catch data therefore needed to be allocated between species to derive long-term catch rate trends for use as species-specific indices of abundance.


Fig. 1 A The spatial footprint of all Moreton Bay Bug landings from 1988 to 2021 in the Queensland East Coast Otter Trawl Fishery, used to inform our model domain; and $\mathbf{B}$ availability of species composition data for Moreton Bay Bugs from all available sources. Sources included two previous stud-

## Methods

Model spatial domain and training data

As a starting point, the spatial extent of all available logbook records of Moreton Bay Bug catch was used to inform our model's spatial domain (Fig. 1A). All available species composition data were then compiled within the model spatial domain to train the model to predict catch composition in data poor areas. Training data were available from: (1) a long-term fishery monitoring survey ( $\mathrm{n}=1217$ sites: O'Neill et al. 2020), (2) a survey of Thenus spp. abundance ( $\mathrm{n}=103$ sites: Louw et al. 2024), (3) a study on biology and behaviour ( $n=1$ site: Jones 1988), and 4) a study on fishing mortality ( $\mathrm{n}=147$ sites: Courtney

ies (Courtney 1997; Jones 1988), a long-term fishery monitoring survey (O'Neill et al. 2020), a survey of Thenus spp. abundance (Louw et al. 2024), and a fishery-dependent crew observer program (McMillan et al. 2023)
1997) (Fig. 1B). To fill gaps in the training data, a fishery-dependent crew observer program was conducted where fishers photographed their catch to identify species compositions and recorded location and time of data collection ( $\mathrm{n}=856$ sites: McMillan et al. 2023) (Fig. 1B). All surveys used similar otter trawl gear with net mesh sizes from $2^{\prime \prime}$ to $21 / 2 "(51-64$ mm ), i.e., smaller than the minimum legal size of both Thenus species ( 75 mm carapace width), ensuring catchability was similar among surveys. All surveys were also conducted at similar depths (10-80 m) and at night ( 6 pm to 6 am ). Training data ( $\mathrm{N}=2324$ sites from all sources combined) were intended to inform our response variable, i.e., proportion of Reef Bugs in the catch at each location (with the remainder comprising Mud Bugs).

Variable selection and habitat data

Both Thenus species prefer similar temperature ranges (Mikami and Greenwood 1997), so a focus on explanatory variables based on habitat preferences was used to model species distributions. Explanatory variables considered potentially useful were sourced from open-source bathymetric and hydrological models (Beaman 2010; Steven et al. 2019), a common approach in marine SDM studies. Species' habitat preferences can often be leveraged to improve performance of SDMs, but the spatial resolution or coverage of habitat data required by researchers is often unavailable. Increasing access to open-source data repositories and efficient machine learning applications can assist researchers to generate project-specific habitat data to address these issues, something rarely evident in marine SDM studies (Melo-Merino et al. 2020).

Due to known habitat preferences of our candidate species (Mud Bugs prefer finer sediments than Reef Bugs: Jones 1988; Louw et al. 2024), we modelled sediment distributions throughout the study area for use as a habitat variable potentially more informative than depth and hydrology. Sediment modelling was performed along the Queensland east coast from the Torres Strait ( $10^{\circ} \mathrm{S}$ ) to northern New South Wales $\left(29^{\circ}\right.$ S) (Fig. 2A). A spatial domain of 0-200 m was modelled so that habitat layers exceeded the domain modelled for species distributions ( $5-80 \mathrm{~m}$ depth, i.e., the depth range of reported Thenus landings) to avoid edge effects in the SDM. To reduce computational
load, the study area was split into four smaller subdomains of similar size (Fig. 2A). Data from these sub-domains were then mosaicked into a suite of sediment raster layers for the entire model domain.

Extensive sediment point data were sourced from Geoscience Australia's open-source MARine Sediments (MARS) database (Mathews 2007) and additional sediment data were derived from a range of publicly available studies (Table S 1 ). This resulted in a total of 6761 sites sampled for sediment grain size composition and 5851 sites with calcium carbonate data (Table S1, Fig. 2B). The additional sediment data collated during this project have since been uploaded to the MARS database. A suite of bathymetric (e.g., depth, aspect, slope), hydrologic (e.g., wave and current properties), and reefal explanatory variables (e.g., distance from reef) with potential to influence sediment transport and deposition processes were used to model sediment distributions (Table S2).

Machine learning methods generally outperform other spatial interpolation techniques for the prediction of sediment distribution (Li et al. 2011). Therefore, Random Forest (RF) models were used to produce spatial predictions of sediment habitat properties using the package 'SPM' (Spatial Predictive Modelling: Li 2018) in R (v 4.0.5). Random Forest is a machine learning method based on an ensemble of decision trees (Breiman 2001; Kingsford and Salzberg 2008). Advantages of RF are enhanced classification accuracy through the growth of multiple trees, reduced chance of model overfitting due to random subsampling of the dataset to build each tree, and insensitivity to outliers (Breiman 2001).

The cross-validation function in 'SPM' (RFCV) was used to determine optimal parameters for all RF models, including testing the maximum number of trees built (ntree, ranging from 500 to 5000 at increments of 500) and the number of variables tried at each node (mtry, ranging from 3 to 9 at increments of 1). Model performance was assessed through tenfold cross validation (Kohavi 1995). Based on previous studies, the ten-fold cross validation process was repeated for 100 iterations (Li 2013; Li et al. 2013). The error produced by these predictions identified the optimum model using the variance explained by cross validation (VEcv). After model validation, the best ranked model outputs of sediment parameters were used to produce rasters for use as predictor variables in species distribution models (Table S3, Fig. 3).


Fig. 2 A Model spatial domain (purple) and regional subdomains used for habitat modelling (coloured boxes); B availability of sediment point data from the open-source MARS

database (blue) and new data collated from various publicly available surveys (maroon; see Table S1)

The intended response variable was the proportion of each species in the legal-size catch at each sampling site. This proportional factor could subsequently be applied to all historical logbook catch records to allocate the catch at each sampling site between species. Trawls resulting in catches of $\leq 1$ legal-sized bug were excluded from analyses because sites with single animals cause outlying species habitat preferences when modelling species proportions. Investigation of species composition data both at the scale of individual sampling sites (Fig. 4A) and aggregated to the $0.1^{\circ}$ logbook reporting grids used in the fishery (Fig. 4B), revealed strong species partitioning, with $89 \%$ of sampling sites and $66 \%$ of $0.1^{\circ}$ logbook reporting grids containing exclusively one species or the other. This type of response variable can be modelled as "proportion of each species"


Fig. 3 Example of raster output of sediment properties (sediment mean grain size in this case) modelled throughout the study area for use as predictors of species distributions. Sediment properties were modelled from 0 to 200 m deep to avoid edge effects within the $5-80 \mathrm{~m}$ deep species distribution model domain (shown here). Wentworth classifications of sediment type (mud, sand, and gravel) are provided corresponding to mean grain size
using a zero-and-one-inflated Beta distribution or simplified to "dominant species" (i.e. $>50 \%$ of one species or the other) using a binomial regression. We utilised the "dominant species" approach to reduce model complexity, with 0 indicating grids with $>50 \%$ catch of Mud Bugs, and 1 indicating grids with $>50 \%$ catch of Reef Bugs.

## Model spatial resolution

Selection of an appropriate spatial resolution for modelling will depend on the ecology of candidate species and the spatial footprint of fishing techniques on which logbook data are based. Site-attached species, or species caught using methods with a narrow
spatial footprint, e.g., line fishing of reef species with patchy distributions, may require finer spatial resolution of the modelled response than widely dispersed species, or species caught using methods with large spatial footprints (e.g., trawl fishing). The fishery in our case study used $0.1^{\circ}$ reporting grids to capture the relative spatial ambiguity of trawl catches (i.e., it is not known where exactly along a trawl the catch was distributed). Because of this and the relatively contiguous distribution of our candidate species over large areas, we selected these $0.1^{\circ}$ reporting grids as the spatial resolution of our model. Catch composition training data at the scale of individual sampling locations were therefore aggregated at the $0.1^{\circ}$ grid scale (Fig. 4C). Mean values for each explanatory variable (habitat parameters, bathymetry, and hydrology) were also calculated at the scale of $0.1^{\circ}$ grids using the Zonal Statistics tool in ESRI ArcGIS (v 10.8.1). Aggregation of training data at the scale of logbook reporting grids had the added benefits of mitigating spatial autocorrelation arising from uneven density of sampling locations (Fig. 1B) and making model outputs directly relevant to the fishery, such that records from each logbook reporting grid could be attributed to one species or the other.

Model design and application
Modelling of the binomial response "Mud Bug dominant grid" (0) or "Reef Bug dominant grid" (1) was performed using Bernoulli Boosted Regression Trees (BRT) in the 'gbm' package in R (Ridgeway 2006), with supporting diagnostics implemented in the 'dismo' package (Hijmans et al. 2017). Boosted Regression Trees have several benefits over parametric and semi-parametric models (e.g., GLM, GAM), including their ability to capture complex non-linear relationships, inherently detect and model interactions, iteratively build regression trees from random subsets of the dataset to capture more variance without overfitting, and rank predictor variables by their relative influence (Elith and Leathwick 2009). The number of boosting trees was optimised using the k -fold cross validation capabilities in the 'dismo' package (Hijmans et al. 2017).

Although BRTs can be robust to collinearity among predictor variables if the collinearity structure is similar between training and prediction datasets, we opted to conservatively use only sets of


Fig. 4 Species dominance (i.e., proportion of the catch comprising Reef Bugs), A by sampling site, and $\mathbf{B}$ when sites were aggregated to $0.1^{\circ}$ logbook reporting grids. Pink and blue indi-
variables that were not collinear ( $\mathrm{r}<0.7$ : Dormann et al. 2007) in each model build. Seasonality parameters were not included due to the limited movement of Thenus species and the tendency of each species to remain in areas of preferred habitat (Jones 1988; McMillan et al. 2023), making it unlikely that species composition within $0.1^{\circ}$ grids significantly changes within years. Models were parameterised as follows: learning rate (the contribution or weight of each tree towards the final model) of 0.001 , tree complexity (maximum order interactions permitted) of 5, and bag fraction (random subset of the dataset used to build each tree) at the default value of 0.75 .

cate Mud Bug or Reef Bug dominated locations respectively. A, B share a common x-axis. C Number of sampling sites informing each $0.1^{\circ}$ grid comprising our training dataset

Model outputs were used to assign logbook catch records from 1988 to 2021 to species level based on the predicted dominant species at the location of each catch. Nominal catch per unit effort (CPUE) was then calculated for each species by dividing the annual harvest of each species (in kg ) by the annual effort (in hours) recorded in the fishery. Subsequently, a formal stock assessment was undertaken separate to this study, during which CPUE was comprehensively modelled as an index of abundance for stock assessment (Wickens et al. 2023). This process applied a standardisation approach to nominal CPUE that accounted for factors likely to affect catch rates, e.g., changes in fishing power and targeting behaviour (Wickens et al. 2023).

## Results

The top ranked model for predicting species distributions included six explanatory variables (by order of relative influence): sediment mean grain size $(41.6 \%)$, depth ( $21.8 \%$ ), sediment medium sand content ( $21.5 \%$ ), very fine sand content ( $6.2 \%$ ), fine sand content ( $4.5 \%$ ), and distance from the coast ( $4.4 \%$ ) (Fig. 5A, Table 1). This model accounted for high levels of variance in the dataset $\left(\mathrm{R}^{2}=0.93\right)$ and demonstrated high accuracy at predicting both Mud Bug and Reef Bug species dominance in the training dataset ( $100 \%$ and $99.7 \%$ respectively), while also minimising the number of predictors used. Fitted functions for predictor variables indicated Reef Bug dominance in grids characterised by coarse mean grain sizes (low values of Phi), greater depth, distance from coast, and content of medium and fine sands, and lower content of very fine sand (Fig. 5A). Species dominance was also influenced by a significant interaction between mean grain size and depth, whereby Reef Bugs dominated locations at greater depth and with coarse sediment (low Phi), whereas Mud Bugs dominated only
locations that were both shallow and with fine sediment (Fig. 5B). Other high-performing models were ranked lower due to declines in variance explained $\left(\mathrm{R}^{2}\right)$, declines in species-specific classification accuracy, uneven species-specific classification accuracy, and larger numbers of predictors (Table 1).

Across the fishery ( $\mathrm{N}=1230$ grids), most grids were predicted to be dominated by Reef Bugs ( 861 grids), mirroring the observed dominance of Reef Bugs in the training dataset and field observations reported by fishers. Mud Bugs were predicted to be dominant in shallower inshore waters with fine sediments, particularly in Far North Queensland where these habitats are widely available (Fig. 6).

Using the outputs from our SDM, fisheries logbook data were subsequently allocated to species level based on the dominant species in each logbook reporting grid where catches were reported. In cases where candidate species display less distinct partitioning and a proportional response is used, model outputs would allocate a proportion of the total catch at each location to candidate species. In our case study, the allocation of logbook data to species level


Fig. 5 A Fitted functions for SDM predictor variables. Mean grain size $=$ Phi $(1-5 \varphi=$ coarse sand to mud), Depth $=m$, sand fractions $=\%$ of total sediment profile, coast distance $=$ degrees longitude. Fitted functions are centred by subtracting their mean. Higher fitted values indicate Reef Bug dominance. Rela-
tive influence of each predictor in the model is given in parentheses. All panels share common y-axes. B Interaction plot showing the influence of mean grain size and depth on species distributions. $0=$ Mud Bug dominance, $1=$ Reef Bug dominance
Table 1 Summary of top Boosted Regression Tree models considered during the model selection process

| Model Rank | $\mathrm{R}^{2}$ | Mud Bug classification accuracy (\%) | Reef Bug classification accuracy (\%) | Depth (\%) | Distance from coast (\%) | Mean grain size | \% Phi 2 <br> (medium <br> sand) | \% Phi 3 (fine sand) | \% Phi 4 (very fine sand) | \% Phi $\geq 5$ (mud) | Maximum current speed |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.93 | 100 | 99.7 | 21.8 | 4.4 | 41.6\% | 21.5\% | 4.5\% | 6.2\% | NA | - |
| 2 | 0.93 | 100 | 99.7 | 21.5 | 4.3 | 40.8\% | 22.2\% | 4.3\% | 5.8\% | NA | 1.4\% |
| 3 | 0.90 | 98.9 | 99.0 | 9.0 | 5.9 | NA | NA | - | 7.8\% | 77.3\% | - |
| 4 | 0.90 | 97.7 | 99.4 | 8.5 | 5.5 | NA | NA | 1.4\% | 7.1\% | 76.5\% | 0.9\% |
| 5 | 0.89 | 95.5 | 99.0 | 8.3 | 5.7 | NA | NA | 1.4\% | 7.1\% | 77.4\% | - |

"NA" indicates variables excluded due to high levels of collinearity with other variables in the model; "-" indicates variables removed during the model simplification procedure


Fig. 6 Modelled outputs for dominant Moreton Bay Bug species in each logbook reporting grid with Thenus catch records. Blue indicates Reef Bug dominant grids; maroon indicates Mud Bug dominant grids. Opaque grids indicate grids for which species dominance observations were available; translucent grids indicate grids for which species dominance was predicted by the best Boosted Regression Tree model
revealed important information about the composition of the fishery for the first time, indicating that the proportion of the total catch comprising Reef Bugs had increased from $67 \%$ at the beginning of logbook records in 1988 to $93 \%$ in 2021 (Fig. 7A). Comparison of nominal CPUE for each species revealed that CPUE of Reef Bugs increased markedly from the early 2000s (Fig. 7B).

## Discussion

In this study, we have demonstrated the application of a machine learning SDM approach to allocate catch data to species level for assessments where species were previously aggregated in fisheries


Fig. 7 A Moreton Bay Bug logbook harvest records from 1988 to 2021 assigned between Reef Bugs (blue) and Mud Bugs (pink). B Nominal catch rates (catch per unit effort prior to standardisation) for Reef Bugs (blue) and Mud Bugs (pink) from 1988 to 2021
logbooks. This approach leverages habitat preferences of candidate species to determine likely species compositions at harvest locations. Most input variables used to build SDMs for catch allocation are increasingly available and open access, providing researchers a wide range of opportunities to apply this approach across various systems. Additionally, we illustrated how more complex projectspecific habitat data can be generated by researchers using open access explanatory data and machine learning models. We demonstrated this combined approach by modelling sediment properties and the distribution of Moreton Bay Bug species over a large geographic range encompassing the east coast of Queensland, Australia. Due to the strong habitat partitioning observed between our candidate species, we fitted a binomial response achieving almost 100\% accuracy in predicting species dominance at 398 locations in the training dataset. By allocating aggregated catch data to species level, our model outputs revealed previously masked harvest trends in the fishery including a marked increase in the proportion of Reef Bugs comprising landings and allowed calculation of nominal CPUE time series for each species. The production of these nominal catch rates facilitated a formal stock assessment, conducted subsequently by Wickens et al. (2023), during which a rigorous standardisation process produced reliable indices of abundance for each species and revealed a pronounced shift to targeting of the larger, more valuable Reef Bugs from the early 2000s. A discussion of key assumptions and
limitations that should be considered when applying this approach follows.

## Availability of species composition data

To train models for species allocation of aggregated catch data, sufficient information on species distributions is required. These data may be available in the form of survey data, often collected for other purposes, throughout at least part of the candidate species' distributions. Training data should include information on count or weight of candidate species suitable to derive species' relative proportions at each site, which can be used as the response variable. In this study, all training data were derived from surveys using similar otter trawl gear likely conferring similar catchability of each species; however, if training data are derived from a diverse range of sources where catchability may vary, survey type should be included as a model term to account for this variation (Nephin et al. 2023).

A cost-effective way of obtaining training data used in our study was a crew observer program, whereby fishers collected photographic information on species compositions at locations they fished. Success of crew observer programs will benefit from data requests and materials being designed to be as efficient and unintrusive as possible to promote uptake by fishers alongside their normal work. In-person visits to distribute and retrieve data collection materials and discuss project aims also help build relationships
with fishers and enhance fisher involvement, increasing the available data pool.

Spatio-temporal differences in species distributions improve model performance

To successfully allocate aggregated catch data among species based on species distributions, it is critical that species distributions differ from each other in some aspect of space or time. Evidence of habitat partitioning among species or limited spatial or temporal overlap in distributions will likely improve model performance. In our case study, the candidate species displayed strong preferences for different habitats (sediment grain size and depth) resulting in little spatial overlap. In species with spatial overlap, temporal model terms (e.g., month or season) may identify trends of seasonal abundance in candidate species, as was the case with Tiger Prawns assessed by Venables and Dichmont (2004), where one species was migratory and the other more resident, resulting in seasonal fluctuations in relative abundance.

Incorporating movement and behaviour into SDM design

Careful attention should be paid to aspects of the ecology and biology of candidate species to ensure these are appropriately captured by model design. Modelling distributions of highly mobile species may be complicated by dispersal (Robinson et al. 2011; Saupe et al. 2012; Fabri-Ruiz et al. 2019). Animal movements are often driven by predictable behaviours like reproductive cycles and/or environmental conditions. Therefore, trialling appropriate temporal model terms will likely be important when dealing with highly mobile and/or seasonally abundant species (Mannocci et al. 2017; Fernandez et al. 2018). Ontogenetic habitat shifts should also be considered when designing SDMs (Robinson et al. 2011; LloretLloret et al. 2020). However, catch allocation SDMs can address this by only using species composition training data from mature animals exceeding the minimum legal size to avoid potentially erroneous habitat associations with immature animals whose distribution may not reflect the landed catch.

Aggregating behaviour can cause clustering that may result in spatial autocorrelation and model
overfitting (Dormann et al. 2007). In our case study, dispersion indices and small-scale movements indicated that aggregations associated with mating, spawning, or feeding events were unlikely (Jones 1988). However, in species where aggregating events need to be accounted for, temporally comprehensive training data may capture such trends and appropriate temporal model terms should be trialled to account for these effects. If the focal fishery has temporal closures to avoid harvest of pre-spawning or spawning individuals, it may be unnecessary to account for aggregating events.

Feeding or competitive behaviours will often not affect catch allocation SDMs. Most fisheries species are likely to prefer similar environmental conditions to their prey given their ectothermic physiological requirements. However, in species that can maintain body temperatures above the surrounding environment, e.g. tuna, prey distributions may influence their distributions and should be accounted for as model terms (Robinson et al. 2011). Because fisheries species are typically broadly distributed and are unlikely to attain carrying capacity, where competitive exclusion is most likely to shape population structuring, we consider competition unlikely to affect the composition of fisheries catches. A comprehensive SDM design with appropriate habitat parameters may also adequately describe the distribution of co-distributed competitors, making inclusion of competitor distributions as model terms redundant.

## Population status considerations

Processes of habitat selection can result in range expansions into secondary habitats as stocks grow, while declining stocks may contract into smaller core areas around primary preferred habitats (MacCall 1990; Simpson and Walsh 2004; Morfin et al. 2012). Range extensions and contractions may therefore need to be accounted for in cases where stock levels are known to have varied substantially throughout the time series of available records. Ensuring that the model spatial domain captures all areas where catch has been reported throughout the logbook time series should ameliorate any effects of habitat expansion or contraction due to changes in population size.

Sources of explanatory data to model species distributions

A large range of spatio-temporal variables have been used to model marine species distributions, with the selection of appropriate explanatory variables depending on the physiological and ecological requirements of candidate species. Abiotic drivers of species distributions like depth, hydrology, or distance-based metrics are frequently employed. These data are widely available from open-source repositories. Habitat data are less frequently used and rarely generated by researchers themselves (Melo-Merino et al. 2020) but can be valuable predictors of species distributions. This is particularly true for species with strong habitat preferences as in our case study, where sediment characteristics were the most influential drivers of species distributions. Temperature should be used as a model term if candidate species display different temperature preferences.

Distributions of benthic and demersal species are often influenced by seafloor properties due to strong preferences for certain types of habitats (Gray 1974; Auster and Langton 1999; Kostylev et al. 2001). These traits are conducive to SDM approaches. Availability of habitat data from direct habitat surveys is often limited in spatial extent due to logistical expense and complexity. Alternative sources of habitat data at broader spatial scales include open-source geological surveys (as used in our case study) and airborne or satellite photographic surveys (e.g., mapping reefs, seagrass, or kelp beds). Increasing access to multi-beam sonar and underwater video technology will provide detailed high resolution benthic habitat data to inform SDMs (Monk et al. 2012; Courtney et al. 2021).

Pelagic species, due to their three-dimensional use of the water column, may have less connection to physical habitat than benthic taxa. Many pelagic fisheries species also move large distances in response to climatic variation and productivity hotspots such as upwelling fronts or nutrient plumes. Remote sensing data are therefore frequently used to predict distributions of pelagic species (Zagaglia et al. 2004; Lopez et al. 2017; Erauskin-Extramiana et al. 2019). Sea surface temperature, chlorophyll-a concentration, sea surface height anomaly, wind, climate oscillation indices, and current strength or direction are
examples of remotely sensed variables used to model pelagic species distributions.

Ecological relationships as predictors of species distributions

Relationships with co-located taxa may be informative predictors of species distributions, e.g., where taxa are routinely caught together, the presence of well-recorded species may be useful for modelling distributions of species with sparser catch records. In our case study, Tiger Prawn CPUE was positively correlated with Mud Bug CPUE and a useful predictor of Mud Bug distributions at local scales. However, this relationship lost its predictive power at the scale of the entire fishery, highlighting the importance of trialling and selecting model terms at appropriate spatial scales.

Addressing edge effects

Machine learning approaches are sensitive to edge effects, whereby predictions may be less robust when based on spatial extrapolation toward the outer range of the training dataset (Stock et al. 2020). To overcome this limitation, where possible input data should be incorporated into the model framework beyond the edges of the area for which SDM predictions will be made, in effect pushing the spatial edge of reliable input data beyond the edge of the SDM domain. In our case study, explanatory datasets were used to build an input data surface extending beyond the spatial extent of logbook catch records for our candidate species ( $0-200 \mathrm{~m}$ depth) and were subsequently trimmed to the $5-80 \mathrm{~m}$ depth range where Moreton Bay Bug species are encountered.

## Conclusions

Fisheries catch data reported as multi-species complexes complicate assessments and management at the species level. Assessments of formerly incidental species are increasingly necessary, often requiring untangling of multi-species records to produce spe-cies-specific harvest trends. The need for such assessments is growing in response to increasingly common shifts in target species caused by depletion of previous target stocks or range shifts associated with
climate change. Species distribution models offer an under-utilised tool for fisheries researchers to allocate catch records among species to inform species-specific assessments. Advances in machine learning and the availability of open-source data platforms provide the opportunity to enhance SDM approaches to allocate aggregated catch data to species level, as well as for researchers to generate their own habitat data to improve model performance.
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