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Abstract: Hyperspectral imaging (HSI) is an emerging rapid and non-destructive technology that has promising application within feed mills and processing plants in poultry and other intensive animal industries. HSI may be advantageous over near infrared spectroscopy (NIRS) as it scans entire samples, which enables compositional gradients and sample heterogeneity to be visualised and analysed. This study was a preliminary investigation to compare the performance of HSI with that of NIRS for quality measurements of ground samples of Australian wheat and to identify the most important spectral regions for predicting carbon (C) and nitrogen (N) concentrations. In total, 69 samples were scanned using an NIRS (400–2500 nm), and two HSI cameras operated in 400–1000 nm (VNIR) and 1000–2500 nm (SWIR) spectral regions. Partial least square regression (PLSR) models were used to correlate C and N concentrations of 63 calibration samples with their spectral reflectance, with 6 additional samples used for testing the models. The accuracy of the HSI predictions (full spectra) were similar or slightly higher than those of NIRS (NIRS $R^2_c$ for C = 0.90 and N = 0.96 vs. HSI $R^2_c$ for C (VNIR) = 0.97 and N (SWIR) = 0.97). The most important spectral region for C prediction identified using HSI reflectance was 400–550 nm with $R^2$ of 0.93 and RMSE of 0.17% in the calibration set and $R^2$ of 0.86, RMSE of 0.21% and ratio of performance to deviation (RPD) of 2.03 in the test set. The most important spectral regions for predicting N concentrations in the feed samples included 1451–1600 nm, 1901–2050 nm and 2051–2200 nm, providing prediction with $R^2$ ranging from 0.91 to 0.93, RMSE ranging from 0.06% to 0.07% in the calibration sets, $R^2$ from 0.96 to 0.99, RMSE of 0.06% and RPD from 3.47 to 3.92 in the test sets. The prediction accuracy of HSI and NIRS were comparable possibly due to the larger statistical population (larger number of pixels) that HSI provided, despite the fact that HSI had smaller spectral range compared with that of NIRS. In addition, HSI enabled visualising the variability of C and N in the samples. Therefore, HSI is advantageous compared to NIRS as it is a multifunctional tool that poses many potential applications in data collection and quality assurance within feed mills and poultry processing plants. The ability to more accurately measure and visualise the properties of feed ingredients has potential economic benefits and therefore additional investigation and development of HSI in this application is warranted.
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1. Introduction

Feed accounts for more than 65% of live poultry production costs [1] and large safety margins are required to buffer variability in feed ingredient specifications when formulating diets [2]. Additionally, the integrated Australian chicken meat industry pellets over
3 million tonnes of feed per annum [3]. Feed ingredients delivered to the feed mill are unable to be analysed via wet chemistry due to the large amount being processed on a daily basis. Consequently, near infrared spectroscopy (NIRS) calibrations are often used within integrated operations to instantaneously estimate the nutrient composition of feedstuffs. NIRS obtains only one reading of the sample per scan [4] and relies on the assumption that the sample is equally ground and homogenised, but in practice this may not be the case. This is problematic as the nutrient specifications of feed ingredients are highly variable, which is of concern as feed represents the major cost in the rearing of meat chickens (broilers). Thus, the chicken meat industry still faces the challenge of how to account for this variation in feed formulation [5]. For example, a database of over 2 million measurements (book values consisting of 102 nutrients from 42 different ingredients aggregated from 12 companies) were compared in Moss, et al. [6]. It was calculated that only 13% of the Australian data compiled meets the sample number required to accurately predict the mean value within 90% accuracy. Therefore, alternative methods are sought to address this issue, being able to scan the entire ingredient and measuring the nutritional values rapidly, accurately and inexpensively.

Hyperspectral imaging (HSI) is an emerging technology that has been stated to be one of the most promising techniques currently investigated for quality evaluation purposes [7–10]. HSI integrates spectroscopic and imaging techniques into one system, providing spectral and spatial information simultaneously [11–13]. This combined approach enables HSI to identify multiple components within a product and quantify the spatial distribution of these components so that the compositional gradient of a product can be calculated. HSI technology may be a better alternative to NIRS as it scans an entire sample taking readings from thousands to millions of pixels (depending on the sample size and spatial resolution of the camera) within an image, deriving average nutrient values and/or a compositional gradient from these readings [4]. The ability to analyse the spatial distribution of nutrients within the scanned samples and separate/visualise samples with differing properties may also enable the detection and analysis of multiple objects and identification of impurities [12] that are not uniformly distributed (and may not be present in subsamples). This makes HSI a powerful quality assurance tool with potential application within feed mills and poultry processing plants [14,15]. While HSI cameras can be costly, they are only essential for the initial calibration. Once the most important spectral ranges are identified, the HSI camera may be replaced with relatively affordable hand-held or fixed multispectral cameras that are tuned to target the previously identified spectra and suitable for industry use.

The aim of this study was a preliminary investigation to compare the performance of HSI with that of NIRS for quality measurements of ground samples of Australian wheat, identifying the variations within the samples and to identify the most important spectral regions for predicting C and N concentrations. We hypothesised that the larger statistical sample population achieved from the spatial dimension of hyperspectral images, compared to a single point measured by NIRS, would compensate for the limited spectral range of the HSI. We also hypothesised that the spatial dimension of HSI would enable identifying and visualising the variabilities in C and N concentrations in the samples.

2. Materials and Methods
2.1. Experimental Design Overview

In this study, we used ground wheat samples to compare C and N prediction accuracies obtained using an NIRS system and two HSI systems that together measured the same spectral range as the NIRS, 400–2500 nm (Figure 1). The comparison was conducted by using the same calibration and test samples and following the same procedure for both methods with an attempt to achieve the best prediction accuracy for each method. Common statistical tests were used for comparing the accuracies of the C and N concentrations predicted using the NIRS and HSI systems. We also compared the NIRS and HSI systems in terms of their ability for identifying and measuring the variations within the samples.
In addition, we divided the spectra to subregions to find the most important spectral subregions for C and N predictions that can be possibly conducted using affordable multispectral cameras.

![Diagram](image)

**Figure 1.** The procedure of near infrared spectroscopy (NIRS) and hyperspectral imaging (HSI) used for predicting carbon and nitrogen in ground wheat samples and selecting important spectral regions.

### 2.2. Sample Collection, Preparation and Wet Chemistry Analysis

Sixty-nine samples of wheat (ca. 2 kg) were collected from six states of Australia including Queensland, New South Wales, Victoria, Western Australia, Tasmania and South Australia between 2016 and 2019. Each sample was a representative sample of one farm-season, collected after mixing the grains of that harvest. The samples were stored at 4 °C until analysed for C and N concentrations in December 2019. Each 2 kg sample was mixed in the laboratory and a 100 g representative subsample was collected and ground for further analysis. A test-subsample (0.15 g) was selected from the ground wheat subsamples and the carbon (C) and nitrogen (N) concentrations were determined in the test-subsamples via a combustion analyser (Leco model FP-2000N analyser, Leco Corp., St. Joseph, MI, USA), using ethylene diamine tetra acetic acid (EDTA) as a calibration standard [16]. Each test-subsample was analysed in triplicate and the average value of the three test-subsamples were reported for their corresponding sample. The remaining of the ground subsamples were then used for NIRS and HSI analysis.

### 2.3. Spectral Analysis of the Ground Wheat Samples

#### 2.3.1. Acquisition of Spectral Reflectance Using NIRS and HSI

The ground samples were scanned using an NIRS machine (Foss NIR Systems, XDS Rapid Content Analyzer) operated in the spectral range of 400–2500 nm with 2 nm spectral sampling interval. The samples were also scanned using a visible to near infrared (VNIR) line-scanner hyperspectral camera (Resonon Pika XC 2, Bozeman, MT, USA) operated in the spectral range of 400–1000 nm with 1.3 nm spectral sampling interval, 1600 spatial pixels and 23.1° field of view, and a shortwave infrared (SWIR) line-scanner hyperspectral camera (Hyspex SWIR-384, Oslo, Østlandet, Norway) operated in the spectral range of 1000–2500 nm with 5.45 nm spectral sampling interval, 384 spatial pixels and 16° field of view (Figure 2).
The samples were placed in the sample cell of the NIRS (5 cm diameter, 1 cm depth), tapped 3 to 4 times, levelled, and scanned individually (one sample per run, \( n = 69 \) runs). The time of analysis for machine adjustments, sample preparation and scanning of the 69 samples using the NIRS was approximately three hours.

For HSI scanning, the feed samples were put in plastic cups (3 cm diameter cylinder, 1 cm depth), tapped 3 to 4 times and levelled. Then, the samples (6 samples per run, last run with 3 samples, \( n = 12 \) runs) were placed on the translating stage of the camera and moved under the VNIR cameras field of view. The same procedure was repeated for the SWIR system (18 sample per run, last run with 15 samples, \( n = 4 \) runs). The NIRS scans and VNIR images were captured in December 2019 and the SWIR images were captured in February 2020. The time of analysis for machine adjustments, sample preparation and scanning of the 69 samples using the VNIR and SWIR HSI was approximately one hour for each HSI system.

The samples were sealed in a plastic container and refrigerated at 4 °C between the two scanning times. To verify that this refrigeration time did not introduce a bias to the performed analysis, six test samples (see Section 2.3.3) were re-scanned using VNIR HSI in February 2020 and their spectral reflectance were compared with those scanned in 2019 (see Table S1 in Supplementary Material).

### 2.3.2. Hyperspectral Image Correction and Sample Identification

The hyperspectral images captured using the VNIR and SWIR cameras were subjected to dark and white corrections to remove the cameras’ dark current and measure the relative reflectance (Equation (1)). The dark and white calibration were applied by capturing an image with the lens cap on (for the VNIR camera) and shutter closed (for the SWIR camera) prior to capturing the images from the samples and measuring the spectral reflectance of a white sheet with approximately 99% of reflectance, respectively [17,18].

\[
R = \frac{(R_0 - D)}{(W - D)}
\]

where \( R \) is the relative reflectance calculated for each pixel, \( R_0 \) is raw reflectance measured for each pixel, \( D \) is dark current, and \( W \) is the reflectance of the white sheet.

A principal component analysis (PCA) with 6 components was used to identify the pixels of the ground wheat samples and remove the background from the hyperspectral images [19] (Figure S1 in supplementary material). The time spent for sample identification and background removal was approximately one hour for the images captured using both VNIR and SWIR HSI systems.

The average spectral reflectance of the samples (10,000–30,000 pixels per sample) were used for calibration of partial least square (PLSR) models. The PLSR is a commonly accepted machine learning algorithm used for chemometrics [20–22]. The PLSR model performs well with small, collinear and noisy data and generates independent latent variables using cross-validation which chooses the response variable from the strongest prediction [22–24].

---

**Figure 2.** The near infrared spectrometer (NIRS, 400–2500 nm) (a), visible to near infrared hyperspectral imaging system (VNIR HSI, 400–1000 nm) (b) and shortwave infrared HSI system (SWIR HSI, 1000–2500 nm) (c) used in this study.
Evince software package (version 2.7.11, Prediktera AB, Umeå, Västerbottens län, Sweden) and the Unscrambler software package (version 11.0, Camo Analytics AS, Oslo, Norway) were used for image processing and PLSR modelling in this study.

2.3.3. PLSR Model Development and Evaluation

The datasets were randomly divided into a calibration set with 63 samples and a test set with 6 samples for evaluation of the models. The calibration and test samples were the same for NIRS, VNIR and SWIR HSI systems. A $t$-test was performed to compare the calibration and the test sets, to confirm consistent coverage of the whole range of values for target variables [25,26].

PLSR models were trained to correlate the spectral reflectance of the samples, measured using NIRS, VNIR and SWIR HSI cameras, with their reference C and N concentrations (measured using wet chemistry analysis) in the calibration datasets. Data transformation techniques, including Savitzky–Golay derivatives, multiple scatter corrections, orthogonal signal correction and standard normal variate, were used (individually or combined) to increase the signal to noise ratio where needed [27]. The number of latent variables (LV) for the PLSR models was selected at the lowest predicted residual error sum of squares (PRESS) in the cross-validation set (Equation (2)). A k-fold ($k = 10$) cross-validation was used in this study [28,29]. In general, data were split into 10 sets for a 10-fold cross-validation. In this case, the models were developed iteratively using nine sets, with one set left out for validation on each iteration. This process was repeated until all the sets were left out of the models once [29].

$$
PRESS = \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2
$$

(2)

where $Y_i$ and $\hat{Y}_i$ are the reference and predicted values of each target variable in the $i$th sample, respectively.

The models developed using the spectral reflectance of the samples in the calibration sets were then tested using the test sets. The accuracy of the C and N concentrations predicted using NIRS and the HSI cameras were evaluated and compared against their corresponding reference concentrations. The best models were selected based on having the highest coefficient of determination ($R^2$) and lowest root mean square error (RMSE) in the calibration ($R^2_c$ and $\text{RMSE}_c$) and test sets ($R^2_t$, $\text{RMSE}_t$) represented in Eq. 3 and 4.

$$
R^2 = 1 - \frac{\sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2}{\sum_{i=1}^{n} (Y_i - \bar{Y})^2}
$$

(3)

$$
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2}{N}}
$$

(4)

where $Y_i$ and $\hat{Y}_i$ are the reference and predicted values of target variables (C and N) in the $i$th sample, respectively. The $\bar{Y}$ is the mean of reference values and $N$ is the number of samples.

The ratio of performance to deviation (RPD), represented in Equation (5), was also used to further evaluate the performance of the models [30,31].

$$
\text{RPD} = \frac{SD_t}{\text{RMSE}_t}
$$

(5)

where $SD_t$ is the standard deviation of the reference values in the test sets and $\text{RMSE}_t$ is the root mean square error of the prediction in the test set.

The models that provided RPD > 1.4 for the predictions were considered as “good” and those with RPD > 2 were considered as “excellent” [32].
To illustrate the spatial distribution of the C and N concentrations, PLSR models developed using hyperspectral images were used to predict C and N in individual pixels and the variations were represented using colour codes.

2.3.4. Identification of the Important Spectral Regions

In this study, the spectra measured by the VNIR and SWIR cameras were divided into multiple subregions (every 150 nm) and a separate PLSR model was developed using the data of each spectral subregion. This was conducted to identify the most important spectral subregions that can be measured using affordable multispectral cameras available in the market or can be developed using the available hardware. We did not use common band-selection techniques (e.g., stepwise, $\beta$-coefficient, partial swarm optimization) in this study as these methods usually select important wavelengths from all the measured electromagnetic spectra (here 400–2500 nm) whereas multispectral cameras mainly measure narrow bands in VNIR or SWIR regions depending on their sensors. Suitable data transformation techniques (including Savitzky–Golay derivatives, multiple scatter corrections, orthogonal signal correction and standard normal variate) were applied to increase the signal to noise ratio in the subregions where needed. The modelling and evaluation procedures were similar to those explained in Section 2.3.3.

3. Results

3.1. Descriptive Analysis

The average C and N concentrations in the calibration set (measured using wet chemistry) were 40.64% and 1.84% and those in the test set were 40.88% and 1.88%, respectively (Table 1). There were no significant differences ($p < 0.05$) between the means in the calibration and test sets. The coefficient of variations was smaller for C compared to that of N with 1.61% vs. 13.16% in the calibration set and 1.17% vs. 13.07% in the test set (Table 1), respectively.

<table>
<thead>
<tr>
<th></th>
<th>Calibration (63 Samples)</th>
<th>Test (6 Samples)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C (%)</td>
<td>N (%)</td>
</tr>
<tr>
<td>Mean</td>
<td>40.64</td>
<td>1.84</td>
</tr>
<tr>
<td>Min</td>
<td>38.89</td>
<td>1.45</td>
</tr>
<tr>
<td>Max</td>
<td>41.49</td>
<td>2.61</td>
</tr>
<tr>
<td>Range</td>
<td>2.60</td>
<td>1.16</td>
</tr>
<tr>
<td>SD</td>
<td>0.65</td>
<td>0.24</td>
</tr>
<tr>
<td>Coefficient of variations</td>
<td>1.61</td>
<td>13.16</td>
</tr>
</tbody>
</table>

Min is minimum, max is maximum, SD is standard deviation.

3.2. Spectral Features

As expected, the average reflectance measured using the HSI cameras were similar to their corresponding spectral region measured using NIRS (Figure 3). The average reflectance generally increased in the VNIR region after a downward peak at 400–415 nm; and then decreased in the SWIR region to its minimum at 2500 nm. There were more absorption/reflection peaks in the SWIR region compared to the VNIR region, with two major reductions in reflectance around 1460 nm and 1930 nm.
Figure 3. Relative spectral reflectance of the feed samples measured using the near infrared spectroscopy (NIRS, 400–2500 nm) (Top), visible to near infrared hyperspectral imaging (VNIR HSI, 400–1000 nm) (middle) and shortwave infrared HSI (SWIR HSI, 1000–2500 nm) (bottom). Solid line is the average of 69 samples and shading shows the range.

3.3. Attributes of the Models and Comparing Prediction Accuracies of PLSR Models

The models developed using the NIRS and the HSI cameras for predicting C and N in feed samples had 1 to 13 LV (Tables 2 and 3). The highest accuracy for the majority of models was achieved using the non-transformed data, while in some models, orthogonal signal correction (OSC) and detrending (DT) increased the signal to noise ratio and improved model accuracy (Tables 2 and 3).

Table 2. Attributes of the PLSR models developed for predicting carbon (C) in the calibration and test sets.

<table>
<thead>
<tr>
<th>WL (nm)</th>
<th>LV</th>
<th>TF</th>
<th>R² cal</th>
<th>R² CV</th>
<th>RMSE cal (%)</th>
<th>RMSE CV (%)</th>
<th>Test R²</th>
<th>Test RMSE</th>
<th>RPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIRS</td>
<td></td>
<td></td>
<td>0.90</td>
<td>0.89</td>
<td>0.20</td>
<td>0.22</td>
<td>0.84</td>
<td>0.23</td>
<td>1.88</td>
</tr>
<tr>
<td>VNIR camera</td>
<td></td>
<td></td>
<td>0.97</td>
<td>0.90</td>
<td>0.12</td>
<td>0.22</td>
<td>0.89</td>
<td>0.18</td>
<td>2.39</td>
</tr>
<tr>
<td>SWIR camera</td>
<td></td>
<td></td>
<td>0.80</td>
<td>0.80</td>
<td>0.29</td>
<td>0.30</td>
<td>0.86</td>
<td>0.23</td>
<td>1.89</td>
</tr>
<tr>
<td>VNIR camera</td>
<td></td>
<td>OSC</td>
<td>0.93</td>
<td>0.78</td>
<td>0.17</td>
<td>0.31</td>
<td>0.86</td>
<td>0.21</td>
<td>2.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.50</td>
<td>0.16</td>
<td>0.45</td>
<td>0.57</td>
<td>0.45</td>
<td>0.31</td>
<td>1.39</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.26</td>
<td>0.08</td>
<td>0.55</td>
<td>0.62</td>
<td>0.58</td>
<td>0.34</td>
<td>1.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.64</td>
<td>0.48</td>
<td>0.38</td>
<td>0.47</td>
<td>0.60</td>
<td>0.39</td>
<td>1.13</td>
</tr>
<tr>
<td>SWIR camera</td>
<td></td>
<td>OSC</td>
<td>0.68</td>
<td>0.68</td>
<td>0.37</td>
<td>0.38</td>
<td>0.46</td>
<td>0.40</td>
<td>1.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.60</td>
<td>0.34</td>
<td>0.41</td>
<td>0.53</td>
<td>0.42</td>
<td>0.47</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OSC</td>
<td>0.69</td>
<td>0.69</td>
<td>0.36</td>
<td>0.37</td>
<td>0.43</td>
<td>0.43</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.72</td>
<td>0.74</td>
<td>0.34</td>
<td>0.35</td>
<td>0.44</td>
<td>0.44</td>
<td>1.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OSC</td>
<td>0.63</td>
<td>0.43</td>
<td>0.39</td>
<td>0.51</td>
<td>0.41</td>
<td>0.42</td>
<td>1.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.65</td>
<td>0.61</td>
<td>0.38</td>
<td>0.42</td>
<td>0.41</td>
<td>0.43</td>
<td>1.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.66</td>
<td>0.62</td>
<td>0.38</td>
<td>0.40</td>
<td>0.43</td>
<td>0.45</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.63</td>
<td>0.54</td>
<td>0.39</td>
<td>0.44</td>
<td>0.40</td>
<td>0.45</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.55</td>
<td>0.28</td>
<td>0.43</td>
<td>0.56</td>
<td>0.41</td>
<td>0.48</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.73</td>
<td>0.64</td>
<td>0.34</td>
<td>0.39</td>
<td>0.35</td>
<td>0.41</td>
<td>1.04</td>
</tr>
</tbody>
</table>

WL is wavelength; LV is latent variable number; TF is transformation technique; cal is calibration; CV is cross-validation; RMSE is root mean square error; R² is coefficient of determination; RPD is ratio of performance to deviation; OSC is orthogonal signal correction; DT is detrend.
Table 3. Attributes of the PLSR models developed for predicting nitrogen (N) in the calibration and test sets.

<table>
<thead>
<tr>
<th>WL (nm)</th>
<th>LV</th>
<th>TF</th>
<th>R² cal</th>
<th>R² CV</th>
<th>RMSE cal (%)</th>
<th>RMSE CV (%)</th>
<th>Test R²</th>
<th>Test RMSE</th>
<th>RPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIRS 400–2500</td>
<td>10</td>
<td>-</td>
<td>0.96</td>
<td>0.92</td>
<td>0.05</td>
<td>0.07</td>
<td>0.99</td>
<td>0.05</td>
<td>4.63</td>
</tr>
<tr>
<td>VNIR camera</td>
<td>400–1000</td>
<td>13</td>
<td>-</td>
<td>0.80</td>
<td>0.33</td>
<td>0.11</td>
<td>0.21</td>
<td>0.91</td>
<td>0.09</td>
</tr>
<tr>
<td>SWIR camera</td>
<td>1000–2515</td>
<td>8</td>
<td>-</td>
<td>0.97</td>
<td>0.94</td>
<td>0.04</td>
<td>0.06</td>
<td>0.99</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>400–550</td>
<td>1</td>
<td>-</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>NC</td>
<td>NC</td>
</tr>
<tr>
<td></td>
<td>551–700</td>
<td>1</td>
<td>-</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>NC</td>
<td>NC</td>
</tr>
<tr>
<td></td>
<td>701–850</td>
<td>2</td>
<td>-</td>
<td>0.10</td>
<td>0.06</td>
<td>0.23</td>
<td>0.24</td>
<td>NC</td>
<td>NC</td>
</tr>
<tr>
<td></td>
<td>851–1000</td>
<td>6</td>
<td>OSC</td>
<td>0.68</td>
<td>0.71</td>
<td>0.09</td>
<td>0.13</td>
<td>0.30</td>
<td>0.19</td>
</tr>
<tr>
<td>VNIR camera</td>
<td>1000–1150</td>
<td>8</td>
<td>-</td>
<td>0.82</td>
<td>0.70</td>
<td>0.10</td>
<td>0.13</td>
<td>0.93</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>1151–1300</td>
<td>8</td>
<td>-</td>
<td>0.93</td>
<td>0.88</td>
<td>0.06</td>
<td>0.08</td>
<td>0.93</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>1301–1450</td>
<td>6</td>
<td>-</td>
<td>0.55</td>
<td>0.39</td>
<td>0.16</td>
<td>0.19</td>
<td>0.95</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>1451–1600</td>
<td>6</td>
<td>-</td>
<td>0.91</td>
<td>0.89</td>
<td>0.07</td>
<td>0.08</td>
<td>0.99</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>1601–1750</td>
<td>6</td>
<td>-</td>
<td>0.92</td>
<td>0.85</td>
<td>0.07</td>
<td>0.09</td>
<td>0.83</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>1751–1900</td>
<td>7</td>
<td>-</td>
<td>0.87</td>
<td>0.78</td>
<td>0.08</td>
<td>0.12</td>
<td>0.88</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>1901–2050</td>
<td>6</td>
<td>-</td>
<td>0.92</td>
<td>0.89</td>
<td>0.07</td>
<td>0.08</td>
<td>0.96</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>2051–2200</td>
<td>5</td>
<td>-</td>
<td>0.92</td>
<td>0.87</td>
<td>0.06</td>
<td>0.07</td>
<td>0.95</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>2201–2350</td>
<td>6</td>
<td>-</td>
<td>0.81</td>
<td>0.72</td>
<td>0.10</td>
<td>0.13</td>
<td>0.71</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>2351–2515</td>
<td>3</td>
<td>-</td>
<td>0.36</td>
<td>0.30</td>
<td>0.19</td>
<td>0.20</td>
<td>0.21</td>
<td>0.21</td>
</tr>
</tbody>
</table>

WL is wavelength; LV is latent variable number; TF is transformation method; cal is calibration; CV is cross-validation; RMSE is root mean square error; R² is coefficient of determination; RPD is ratio of performance to deviation; NC is not checked, OSC is orthogonal signal correction.

The VNIR hyperspectral camera provided the most accurate predictions of C, as demonstrated by the highest R² and lowest RMSE values in the calibration and test sets, and the highest RPD in the test sets (Table 2; Figure 4). For N, the SWIR hyperspectral camera provided the most accurate prediction based on the same statistical measures (Table 3; Figure 5). The spatial distribution of the C and N in the test samples are represented in Figure 6.

3.4. Important Spectral Regions for Predicting C and N Using Hyperspectral Cameras

Spectral subregions, represented in Tables 2 and 3, were used to develop PLSR models for predicting C and N concentrations in feed samples to identify the most important spectral regions. The best C predictions were achieved in 400–550 nm, as demonstrated by the highest R² and lowest RMSE values in the calibration and test sets, and the highest RPD in the test sets (Table 2). The spectral region of 1451–1600 nm was also important for predicting C in the feed samples (Table 2). The most important spectral regions for predicting N concentrations in the feed samples included 1451–1600 nm, 1901–2050 nm and 2051–2200 nm (Table 3).
Figure 4. Carbon concentration (%) in feed samples analysed using the near infrared spectroscopy (NIRS, 400–2500 nm), visible to near infrared hyperspectral imaging (VNIR HSI, 400–1000 nm) and short-wave infrared HSI (SWIR HSI, 1000–2500 nm) in the calibration set and in the test set. Predictions in the calibration (cal) and cross-validation (CV) sets are presented in close triangles (solid lines) and squares (dashed lines), respectively. Predictions in the test set (t) are presented in close circles (dotted line).
**Figure 5.** Nitrogen concentration (%) in feed samples analysed using the near infrared spectroscopy (NIRS, 400–2500 nm), visible to near infrared hyperspectral imaging (VNIR HSI, 400–1000 nm) and short-wave infrared HSI (SWIR HSI, 1000–2500 nm) in the calibration set and in the test set. Predictions in the calibration (cal) and cross-validation (CV) sets are presented in close triangles (solid lines) and squares (dashed lines), respectively. Predictions in the test set (t) are presented in close circles (dotted line).
Spatial distribution of carbon (C) and nitrogen (N) concentrations in the test feed samples predicted using full wavelengths of shortwave infrared (SWIR) data. The images were cropped from the original images and the texts in the images were improved for better resolution. The original image is represented in Supplementary Material Figure S2.

4. Discussion

4.1. Technical

In this study, NIRS (400–2500 nm) and HSI technology (400–1000 nm and 1000–2500 nm) were compared for predicting C and N concentrations in feed (ground wheat) samples. While HSI used limited spectral range (either 400–1000 nm or 1000–2500 nm) compared to NIRS (400–2500 nm), the accuracy of the HSI predictions was similar to or better than NIRS. The calibration processes of the models were the same, and the best predictive models were selected for each instrument; however, the models developed using the HSI data had more information per sample to be trained with. This means that for each average value of C and N (per sample), measured using the wet chemistry methods, there were ca. 10,000–30,000 detection points (large statistical population) in HSI and only 1 detection point in NIRS. In other words, HSI can reveal more variation/deviations from the average value related to one sample compared to NIRS. This provides users of HSI with a benefit of more efficient and faster calibration and might be the reason why, in this study, HSI performed as well as or even better than NIRS. Our study is consistent with other studies. For example, protein contents in wheat flour were predicted with similar or more prediction accuracy when two classical NIRS (NIR-DS and NIR-Perstop, 400–2498 nm) and a SWIR hyperspectral camera (1128–2425 nm) were compared [33]. The protein and nitrogen concentrations are highly correlated and therefore their results are comparable to our N predictions [34–36]. Burger and Geladi [37] also compared NIRS and HSI in the SWIR region for studying organic and biological samples (i.e., cheese and artificial mixtures of pure constituents). They used a median spectrum form hyperspectral images (median of ROI in one image) and compared them with the same wavelengths and resolution measured using NIRS, reporting comparable results.

The most informative spectral region for predicting C concentrations in the ground wheat samples was 400–550 nm, measured using VNIR HSI camera. Limited information is available on predicting wheat flour C concentrations using NIRS or HSI systems, however, this spectral region is reported to be important for C prediction in soil and plant tissues [38–41]. Generally, the reflectance/absorbance at 400–550 nm has been attributed to electronic transitions associated with chlorophyll a and b [42]. For example, Datt [43] showed that the reflectance at 550 nm was sensitive to the variations in chlorophyll-a pigment in the leaves of various Eucalyptus species. Carbon constitutes a great proportion (over 70%) of chlorophyll molecular weight and this might explain why our best predictions of the ground wheat C concentration were achieved at 400–550 nm. The C concentrations could also be predicted, with lower accuracy, in 1451–1600 nm, possibility due to the C–H stretch and C–H deformation at this spectral region [42].
The best N predictions were achieved at 1451–1600 nm while N could also be predicted in 1900–2050 nm and 2051–2200 nm spectral ranges. It has been reported that N–H stretch and first overtone occurs at 1510 nm, attributed to protein and N [42], falling within 1451–1600 nm subregion in this study. Also, the second overtone, N=H and N–H bend, and N–H and C–N stretch occur in 1900–2200 nm [42,44], which is consistent with our finding in 1900–2050 nm and 2051–2200 nm. Other studies also reported similar spectral regions for protein-N predictions in wheat samples [45,46]. For example, Salgo and Gergely [45] reported that the absorption in 2055–2060 nm and 2175–2180 nm are related to the changes in protein contents (highly correlated with N).

4.2. Application

This study has demonstrated that HSI is as accurate, or more accurate, than NIRS scanning technology. Importantly, the capability for HSI to scan thousands to millions of pixels within an image provides an advantage over NIRS which scans just one point. For example, HSI allows the surface of an entire sample to be scanned, giving us a greater understanding of the variation that exists within feed ingredients, and the ability for the technology to be used to continuously analyse samples in a continuous production process, such as a feed mill. This larger and more thorough collection of data also means that development of HSI calibrations should be faster due to the greater statistical information that may be generated from each sample; whereas, NIRS relies on the false assumption that a sample will be homogenous throughout and/or samples are representative of the entire load. Thus, identification of a compositional gradient via HSI is advantageous to animal feed processors as it may analyse the entirety of a delivery of grain if the HSI system is placed in-line as the grain is augured off a truck, or at the end of the pelletizer to ensure the final pelleted diet meets the required specifications, and nutrients within the pelleted ration are uniformly distributed. The application of the HSI in feed mills needs engineering design and modification in the feed mills and need to be studied further in future research.

In this study, HSI was able to recognize and visualise the variabilities between and within the samples. The variabilities between the samples could be caused by different geographical or seasonal variations and the variabilities within the samples might have been caused by impurities, such as wheat stubble. The samples used in this study were homogenised and ground, whereas, in practice, this may not be feasible; and therefore, more variabilities would exist within the samples that are not detectable using NIRS. This may result in over or underestimating of the concentration of nutrients that could be predicted more accurately using HSI.

The ability to collect data on the distribution of nutrients within a feed grain or a final pelleted feed, and get a more accurate determination of the variability that may exist within ingredients and final pellet diets is of great economic importance for the poultry industries. In the chicken meat industry, the economic impact of variability of crude protein (nitrogen × 6.25) in diets has been modelled [47]. Within this analysis, wheat was identified to be the single greatest source of variability in the crude protein content of a standard meat chicken diet [47]. This is concerning as wheat is the most used feed ingredient for poultry in Australia. Moss et al. [47] calculated that the over-estimation of nutrient contents and variability of crude protein in feedstuffs could result in a reduction of profits of up to $26,753 in gross margin from one cycle of 30,000 meat chickens. In addition to the economic burden, N may be overfed when N content of the feed ingredients is under-estimated [48]. Over supply of N may potentially contribute to an increase in excreted uric acid, which is known to be a pre-cursor to ammonia production, and this may contribute to higher ammonia concentrations in the poultry house [49,50]. Additionally, within the egg industry, it was determined that standard layer diets formulated to 0.48% true digestible dietary methionine levels had approximately a 1 in 20 chance of formulating a diet with <0.3% true digestible methionine due to the variability that exists within the methionine content of Australian feed ingredients [50]. The profitability of a flock of 20,000 hens over a 6-week period may be reduced by $51,309 if the diet falls below 0.3% true digestible methionine.
Hence, the data on the distribution of nutrients collected by HSI, and the ability of HSI to get a more accurate determination of the variability that may exist within a feed grain or a final pelleted feed, may be economically important for poultry industries.

HSI systems may be a significant investment to set up, but they are a multifunctional instrument [33], and as demonstrated in the present study, the most important spectral region required may be selected using hyperspectral cameras, and then the actual measurements are conducted with more affordable multispectral cameras that focus on the identified spectra only. Another advantage of HSI is its ability to identify objects and compatibility with machine vision. These applications have led to its use within quality assurance and poultry processing plants [14,15], and this use may also be extended to the feed mill. Examples include (a) identifying to what extent nutrients are evenly distributed throughout a feed batch and thereby identifying mixing issues, (b) detecting the level of mycotoxin or other contaminates of a feed ingredient, and (c) detecting extraneous objects in products at feed mills or poultry processing plants.

5. Conclusions

The results of this study showed that the HSI technology is as accurate as NIRS for predicting C and N in ground wheat samples. The concentration of C and N could be predicted, with high accuracy, using the reflectance at 400–550 nm, for C, and either 1451–1600 nm, 1901–2050 nm or 2051–2200 nm for N. These narrow wavebands can be measured using multispectral cameras that are more affordable compared to HSI cameras. The spatial dimension of HSI, also, poses many advantages and potential applications in data collection and quality assurance within feed mills to scan both ingredients and pelleted feeds, and within poultry processing plants.

Thus, the HSI technology can potentially contribute to economic benefits for the poultry industries, and potentially other intensive animal industries, and this technology warrants further consideration for integration into feed mills and processing plants. This study was a preliminary investigation and more research and samples are required to implement hyperspectral/multispectral imaging technology to the Australian poultry industries and generate reliable predictions of the protein, fat, fibre, ash, starch and amino acid content of common Australian feed ingredients. We also suggest comparing data collection methods to investigate whether the samples should be analysed as they are collected, or if they can be stored for batch processing later.

**Supplementary Materials:** The following are available online at https://www.mdpi.com/2072-4292/13/6/1128/s1, Figure S1. Principle component analysis (PCA) of the reflectance measured using shortwave infrared (SWIR) hyperspectral imaging (HSI) system. The figure has been created using Evince software (version 2.7.11) and labelled in Microsoft Paint, Figure S2. Spatial distribution of carbon (C) and nitrogen (N) concentrations in the test feed samples predicted using full wavelengths of shortwave infrared (SWIR) hyperspectral imaging data, and Table S1. Comparing the spectral reflectance of six test samples captured using the visible to near infrared hyperspectral imaging (VNIR HSI, 400–1000 nm) system in December 2019 (before) and February 2020 (after). This test was conducted to verify that refrigeration period between scanning the samples with VNIR HSI in December 2019 and shortwave infrared (SWIR) HSI in February 2020 did not introduce a bias to the preformed analysis.
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